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1 Introduction

Large language models (LLMs) have achieved re-
markable progress in understanding and generat-
ing human-like text, triggering growing interest in
their reasoning capabilities and response rational-
ity (Lyu et al., 2023; Xu et al., 2024; Jiang et al.,
2024; Zhang et al., 2024; Yang et al., 2024; Chen
et al., 2024; Jin et al., 2024; Wu et al., 2023; Liang
et al., 2022; McCoy et al., 2023). There exists a va-
riety of evaluation benchmarks, focusing different
reasoning topics like arithmetic (Patel et al., 2021;
Mishra et al., 2022), commonsense (Geva et al.,
2021; Bisk et al., 2020), and logical problems (Han
et al., 2022; Morishita et al., 2023).

However, existing works emphasize the overall
accuracy of LLMs in performing benchmark tasks,
ignoring one thing hidden in the problem statement
that could cause brittle generalization capabilities:
the token bias. In this extended abstract, we define
that an LLM is subject to token bias in a reasoning
task if systematic changes to some or all tokens in
the task descriptions - while keeping the underly-
ing logic intact - lead to predictable shifts of the
model’s output. A strong token bias suggests that
the model is relying on superficial patterns in the
input rather than truly understanding the underly-
ing reasoning task, making it fail to generalize well
to novel examples and phrasings encountered in
the wild that differ from the spurious patterns it has
learned from the training data.

2 Examples of the Token Bias

It’s likely that most LLMs have been trained to rec-
ognize classic examples that frequently appear in
literature, but those examples usually have iconic
narratives with protagonists having fixed names.
As a result, the question remains whether they ac-
quire genuine reasoning skills or merely learn to
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falsely associate frequently appearing names with
the correct reasoning outcomes they should have.

The following example shows a token bias in
the Linda Problem, i.e., the conjunction fallacy, in
psychology (Tversky and Kahneman, 1983). We
alter the name "Linda" to other names like "Luna"
and rephrase the story telling, while maintaining
the same logical structure.

The Linda Problem in Psychology

Linda is 31 years old, single, outspoken, and very
bright. She majored in philosophy. As a student, she
was deeply concerned with issues of discrimination
and social justice, and also participated in antinuclear
demonstrations. Which is more probable?

(a) Linda is a bank teller.
(b) Linda is a bank teller and is active in the feminist
movement.

→ Luna is 29 years old, married, deeply pas-
sionate about environmental conservation, and
volunteers their weekends at local park clean-ups.
They studied physics and applied math in college,
and held several campaigns to reduce the campus’s
carbon footprint. Which is more probable?

(a) Luna is an assistant professor in aerospace
engineering and is an active member of an environ-
mental advocacy group.
(b) Luna is an assistant professor in aerospace
engineering.

Similarly, we perturb the famous "Twenty-Five
Horses" problem in graph theory by replacing
"horses" with "bunnies", a change that shouldn’t
affect the logic. If a token bias toward "horses" ex-
ists, a systematic drop in the LLM’s performance
on the altered problem should be observed.

The Twenty-Five Horses Problem in Mathematics

You want to find the fastest 3 horses→ bunnies in a
group of 25→ 36 horses→ bunnies. You can only
race 5→ 6 horses→ bunnies at a time. You don’t
have a stopwatch, so you can only know the ranking
of each horse→ bunny within each race. How many
races do you need?

https://arxiv.org/abs/2406.11050


Figure 1: Hypothesis testing results (n = 200). In the left two sub-figures, we compare the original Linda problem
with the one rephrased under a different name. "os_cot" and "os" mean one-shot learning with and without chain-
of-thought (CoT) prompting "let’s think step by step" (Wei et al., 2022). In the right two sub-figures, "original"
means we query the LLM on the original "twenty-five horses" problem using zero-shot CoT prompting directly,
"random_animals" means we perturb "horses" to another random animal name, and "random" means we perturb
both the animal names and the numerical values "25" (and "5"). To reject the null, we expect n12 > n21.

3 Hypothesis Testing as an Evaluation
Framework with Statistical Guarentee

We reconceptualize the evaluation of reasoning ca-
pabilities into a general and rigorous statistical test-
ing framework beyond accuracy. Figure 2 shows
that given a dataset of n problems with potential
token biases, the process begins with perturba-
tions trying to remove token biases. It generates n
matched pairs, enabling us to create a contingency
table for hypothesis testing. We use McNemar’s
Test (McNemar, 1947) with p-values < 0.05.

Figure 2: An illustration of the overall framework. We
generate synthetic data, perform systematic token pertur-
bations, and evaluate an LLM for comparative studies.
The resulting contingency table, where A-D are integer
values of counts, allows for subsequent statistical tests.

Hypothesis Testing and Results We use H0 to
denote the null hypothesis and Ha the alternative
hypothesis. H0 assumes LLMs have genuine rea-
soning capabilities, and we either accept or reject
H0. We define π12 as the probability of answering
the original problem correctly and the perturbed
problem wrong, with π21 representing the reverse
scenario. n12 and n21 are the respective counts.

Hypothesis 1 Genuine reasoning LLM should
withstand surface-level alterations to the one-shot
exemplar in the problem statements.

P is the original problem while P ′ is the perturbed
problem with tokens perturbations irrelevant to
the underlying logic.

H0: π12 = π21.
Ha: π12 > π21 or π12 < π21 (it depends).

An LLM might do well when presented with the
original Linda problem or the twenty-five horses
problem as a one-time example and asked to solve
a similar problem. However, as shown in Figure 1,
there are token biases related to specific words like
"Linda", "25", and "horses". Substituting them
with other logically equivalent words systemati-
cally degrades the LLM’s performance, surpris-
ingly, resulting in π12 > π21. Such changes should
not influence outcomes for genuine reasoners, as
those names are irrelevant to the logical process.

In terms of accuracy, we find that changing
"Linda" to other names in one-shot learning with
CoT reduces accuracy from 95.0% to 24.0% on
GPT-4 (Achiam et al., 2023) and from 40.5%
to 30.0% on Claude-3-opus (Anthropic, 2024).
For the "twenty-five horses" problem, replacing
"horses" with other animals reduces 98.5% to
85.0% on GPT-4 and 40.5% to 30.0% on Claude-
3-opus. Further changing "25" to other values de-
creases accuracy to 46.0% and 24.0%, respectively.

4 Discussions

LLMs do not consistently apply genuine reasoning
in their decision-making process, but primarily rely
on token bias for response generation. Therefore,
any robust evaluation of the LLM’s generalization
should account for the fundamental impact of token
bias hidden in the current benchmark problems.
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