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Abstract
Hallucinations in the multimodal domain oc-
cur when a model provides information that
contradicts the content of an image. Exist-
ing benchmarks for evaluating hallucinations
in current Multi-modal Large Language Mod-
els (MLLMs) often adopt a static captioning
or question-answering format, which deviates
from the realistic use of the MLLMs in down-
stream tasks. To address these limitations, we
propose to evaluate MLLMs in a dynamic and
multi-turn way to close the realism gap. Our ap-
proach involves an evaluator agent engaging in
evaluative conversation, generating diverse con-
textually relevant questions and their follow-
ups. The framework features a context module
and a question generation module, enabling the
evaluator to mimic human-like questioning in
real work tasks while assuring the quality of
the evaluation. Comparison with single-turn
question-answering or captioning evaluation
methods demonstrates that our approach iden-
tified more hallucination issues in VLMs and
covered more aspects of the visual content.

1 Introduction

The training paradigms for aligning visual and tex-
tual features unlock greater potential for vision-
language models (VLMs) in multimodal tasks such
as captioning, visual question answering (VQA)
and visual reasoning (Dai et al., 2023; Driess et al.,
2023; Gong et al., 2023; Liu et al., 2023; Zhu
et al., 2023). Despite the impressive performance
of VLMs, models tend to either produce contents
that conflict with the image or fail to identify spe-
cific elements. Hallucination, an issue with gener-
ative models (Liu et al., 2024), limits the broader
applicability of VLMs. To enhance their reliability,
there is a need for hallucination evaluation that can
reliably identify errors in the models’ responses.

The current method for VLM hallucination relies
on static benchmarks which are divided into two
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categories. The model is evaluated on either dis-
criminative tasks, i.e., asking the model if an object
is present in the image (Li et al., 2023), or genera-
tive tasks, i.e., asking the model to generate image
descriptions (Gunjal et al., 2024; Qiu et al., 2024).
Compared to the discriminative task, the generative
task, although more costly in the human annotation,
offers a more in-depth exploration of relationships
between objects. However, both methods suffer
from the following issues (Liao and Xiao, 2023).
First, there is a gap between the questions asked
in the benchmarks and how the model is being de-
ployed in downstream tasks. Second, the current
benchmarks often represent single-turn interaction,
which can not capture real-world multi-turn user
interaction. Third, the static nature of these bench-
marks raises concerns about data contamination,
which can undermine their reliability.

To address the issues above, we propose a dy-
namic and realistic evaluation framework based on
multimodal large language models (MLLM). Our
method dynamically evaluates VLMs by conduct-
ing an interrogative multi-turn conversation with
the goal of emulating user interactions. The evalu-
ator probes model hallucinations through a series
of questions that are contextualized in real-world
downstream tasks and follow-ups generated on the
fly. To assess the effectiveness of our approach, we
conduct evaluations on LLaVA (Liu et al., 2023).
Preliminary results indicate that compared to cap-
tion generation, our methods identified more hal-
lucination issues based on the CHAIR (Rohrbach
et al., 2018), coverage and human evaluations.

2 Methodology

To enable a dynamic and realistic evaluation of
VLM hallucinations through multi-turn conversa-
tions, our framework involves two main compo-
nents to create an evaluator agent: a context module
that takes consideration of down-stream application



and user interaction and a question generation mod-
ule that dynamically generates context-relevant and
challenging questions to probe for model hallucina-
tion. The evaluator agent needs to consider every
aspect of a given image and process texts with con-
textual information. Given the strong capabilities
of MLLMs in cross-modal understanding, we adopt
one as the back-end model.

2.1 Evaluator Design

The evaluator design includes a system message
that introduces a formatted instruction outlining the
task requirements. During each evaluation round,
the captions and bounding boxes of the test image
are provided in the instructions as reference infor-
mation. The basic requirements, which describe
the evaluation workflow, emphasize naturalness
and contextual awareness. To address potential
hallucinations related to objects, attributes and rela-
tionships, we include a coverage requirement that
encourages the MLLM to ask diverse and detailed
questions. Additionally, examples of poor ques-
tions are provided to help the evaluator avoid un-
desirable cases, such as directly revealing ground
truth information to the evaluated model.

2.2 Context Module

To emulate user interaction and real-world applica-
tion scenarios, we design the context module for
contextual role-playing. The module dynamically
assigns the evaluator a context and a user persona
with a specific image-querying objective and an ini-
tial question, outlining the evaluator’s representa-
tive traits and motivations. For example, a persona
might be: “As a blind person, I want to
navigate using images for orientation.”
Accordingly, the evaluation conversation will focus
on identifying landmarks to facilitate navigation.

2.3 Question Generation Module

This module is responsible for generating the unan-
swerable and adversarial questions that can probe
potential hallucinations.

Unanswerable questions, which cannot be re-
solved using the given image, are expected to be re-
jected by the evaluated VLM. However, VLMs tend
to respond based on statistical correlations rather
than grounded reasoning (Zhang et al., 2023). To
test the robustness of VLMs, we prompt the evalua-
tor to generate such questions by replacing objects
and adjectives in the ground-truth image informa-
tion with their antonyms and avoiding existence or

Evaluator CHAIRs CHAIRi Coverage Human
Caption 46 22.9 83.4% 72%
Dynamic 77.5 31.4 96.1% 76%

Table 1: Model performances with different evaluators.
The results indicate that hallucination rate is higher and
more objects are mentioned when evaluated by our dy-
namic evaluator, compared to the caption-based method.

yes-no questions. At the prompt’s end, we include
some unanswerable questions, along with explana-
tions for their selection, to serve as demonstrations.

Adversarial questions are answerable but are
specifically designed to elicit hallucinations delib-
erately. We incorporate words associated with im-
age objects from the WordNet synset (Princeton
University, 2010) into the prompt as additional in-
formation, and instruct the evaluator to use them
for question generation. The instructions also in-
clude examples of challenging questions intended
to induce mistakes.

3 Preliminary Experiments and Results

Considering the need to test the evaluator across
different application scenarios, we select testing
samples from the validation set of COCO (Lin et al.,
2014), an object recognition dataset known for its
diverse object types and labeled instances. GPT-4o
(OpenAI, 2024) serves as the evaluator’s back-end
model. Appendix A shows a simulated conversa-
tion example with LLaVA (Liu et al., 2023).

Table 1 shows that the model achieves higher
scores on CHAIR (Rohrbach et al., 2018) and cov-
erage (where coverage refers to the percentage of
instances from the ground truth annotations that
appear in the evaluated VLM’s responses), as well
as in human evaluations when prompted with our
method. This suggests an increase in hallucinations
and a broader range of objects mentioned when the
model is evaluated using our dynamic evaluator.

4 Future Works

In this work, we propose a novel framework that
dynamically evaluates model hallucination through
an evaluative multi-turn conversation. To close the
realism gap, our methods account for downstream
task scenarios and user interaction. In the next
phase, we will conduct a more comprehensive eval-
uation of our framework by testing multiple aspects
of its validity and reliability. By doing so, we could
offer a more effective evaluation method that can
better inform downstream applications.
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A Simulated Conversation Sample

Evaluator: Could you provide a brief description
of this image?
LLaVA: The image depicts a busy city street
with several people walking around. A woman is
walking down the sidewalk, and a man is pushing
a shopping cart filled with items. There are other
people walking in the background, and a few
individuals are standing on the sidewalk. A traffic
light is visible in the scene, indicating that the
street is likely a busy intersection. A handbag can
be seen in the image, possibly belonging to one
of the pedestrians. The overall atmosphere of the
scene is bustling and lively, typical of a city street.
Evaluator: And can you tell more about the large
red bus that is seen parked on the street?
LLaVA: The large red bus is parked on the side of
the street, and it appears to be a public transit bus.
It is likely used for transporting passengers within
the city, providing a convenient and affordable
means of travel for residents and visitors. The
bus’s presence in the image suggests that the area
is well-connected by public transportation, which
can help reduce traffic congestion and promote a
more sustainable urban environment.
Evaluator: I see. Can you also describe the
activities of the kids that are playing soccer in the
park seen in the image?
LLaVA: In the image, there are two kids playing
soccer in the park. They are actively engaged
in the game, kicking the soccer ball around and
enjoying their time outdoors. The presence of the
soccer ball and the children’s involvement in the
game suggest that they are having fun and staying
physically active, which is an important aspect of
their overall well-being.

Table 2: An example of a simulated conversation with
three turns.
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