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Abstract

Designing systems to perform question answer-
ing over knowledge bases (KBQA) on unseen
schema items in a zero-shot setting remains a
challenge. Isomorphisms help characterize the
complexity of questions and serve as a lens to
assess the capabilities of KBQA systems. We
investigate the role of isomorphisms as scaf-
folds on the zero-shot generalization perfor-
mance of pre-existing models without any re-
training. We note the utility of incorporating
isomorphism information across two models
and propose several ways of predicting isomor-
phism categories in an automated manner.

1 Introduction

The task of retrieving information from structured
knowledge sources such as knowledge graphs, ta-
bles, or databases has received considerable interest
from the research community. (Liu et al., 2022; Gu
et al., 2021; Zhang et al., 2023; Li et al., 2024).
Of recent, there has been tremendous progress to-
wards devising systems that can generalize beyond
the i.i.d setting and can operate over unseen knowl-
edge sources with minimal supervision. (Xie et al.,
2022; Zhuang et al., 2024; Agarwal et al.)

In the context of question answering over knowl-
edge bases or KBQA, “zero-shot generalization”
refers to the ability of KBQA systems to operate
over schema items (such as relations and classes)
that were unobserved during training. The most
salient work in this space is that of Gu et al. (2021)
where the authors construct the GrailQA dataset to
benchmarks the zero-shot generalization capabil-
ities of KBQA systems (Ye et al., 2021; Yu et al.,
2022; Gu and Su, 2022; Shu et al., 2022; Gu et al.,
2023; Liu et al., 2022; Luo et al., 2023).

However, in a recent study, Dutt et al. (2023)
demonstrated that the original GrailQA dataset was
biased towards simpler questions leading to an inac-
curate assessment of KBQA systems on zero-shot
generalization. The authors leveraged the idea of
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Figure 1: An example of a KBQA question and its
corresponding query graph and isomorphism category.

graphical isomorphism akin to semantic structures
(Li and Ji, 2022), reasoning paths (Das et al., 2022)
or query graphs (Xu et al., 2023) to characterize
the complexity of a given question. Isomorphisms
served as a lens to identify which input popula-
tions were better serviced by KBQA systems, and
revealed that most models were biased towards sim-
pler isomorphism categories, due to the prevalence
of such categories in the training distribution.

In this extended abstract, we conduct preliminary
experiments to assess the role of isomorphisms, as
an auxiliary source of information to mitigate the
distribution shift during inference. Incorporating
this isomorphism information could eliminate the
need to retrain KBQA systems on unseen distri-
butions and be readily applied to off-the-shelf sys-
tems. Our preliminary experiments highlight the
utility of gold isomorphisms for two state-of-the-
art KBQA systems on the challenging GrailQA++
dataset (Dutt et al., 2023). We also propose possi-
ble ways of predicting the isomorphism category
in an automated manner to facilitate zero-shot gen-
eralization of KBQA systems during inference.

2 Methodology

Inference Dataset: The GrailQA++ dataset of Dutt
et al. (2023) was constructed to evaluate the zero-
shot generalizability of KBQA systems trained on
the original GrailQA (Gu et al., 2021); it was de-
signed to have an equal proportion of simple and
complex isomorphism categories. We show distri-



Table 1: EM/F1 scores of KBQA systems in presence and absence of gold isomorphism (Gold Iso) across different
categories and the dataset (ALL). Performance gains are highlighted in bold and drops are colored in red.

ISO Group T-0 T-1 T-2 T-3 T-4 T-5 ALL

RNG-KBQA 45.8/ 55.2 50.8/ 55.1 41.6/ 59.3 16.5/ 35.1 28.4/ 37.4 1.0/ 10.1 33.2/ 44.4
+ Gold Iso 45.8/ 55.2 50.8/ 55.1 41.8/ 56.3 29.7/ 35.7 31.9/ 39.2 1.0/ 10.1 36.6/ 44.3

PANGU-BERT 47.9/ 60.2 47.0/ 54.8 39.5/ 61.8 25.2/ 48.0 13.5/ 37.6 19.5/ 27.3 35.2/ 50.5
+ Gold Iso 49.2/ 61.6 57.4/ 65.2 41.1/ 61.8 22.3/ 44.4 24.1/ 37.7 25.3/ 31.6 39.2/ 53.2

bution of these simple and complex isomorphism
types in Table 2 in the Appendix.
Models: We employ two popular off-the-shelf
KBQA models: RNG-KBQA (Ye et al., 2021)
and PANGU (Gu et al., 2023). We choose the
former due to its popularity and the latter due to
its SOTA performance on GrailQA dataset 1. We
use the model’s saved checkpoints for inference on
GrailQA++, which serves as the baseline. The two
models also highlight the different ways in which
isomorphism information can be integrated.

For ranking-based models like RNG-KBQA, we
filter out candidates during the enumeration phase
whose logical form does not correspond with the
gold isomorphism category. This effectively prunes
the search space of candidates and thus reduces the
overhead on the ranker.

For exploration-based models like PANGU,
which iteratively builds up the logical form by
searching the KB, we constrain the generation of
the logical form by ensuring that exploration only
considers paths that produce candidates correspond-
ing to the given isomorphism category.
Metrics: We evaluate the performance of the mod-
els (in presence and absence of gold isomorphisms)
in terms of EM (exact match) and F1 scores (be-
tween the predicted and gold answers).

3 Discussion

3.1 Present Findings:
Table 1 presents an overview of the results for the
two baseline models on the GrailQA++ dataset in
presence and absence of gold isomorphisms. While,
we observe that adding isomorphism information
improves the overall EM score by ≈ 10% for both
baselines (ALL column), the improvements are not
consistent across different isomorphism types or
even across models.

For example, we see that adding isomorphism
information improves performance across all iso-

1https://dki-lab.github.io/GrailQA/

morphism categories except T-3 for the PANGU
model. On the other hand, for RNG-KBQA, while
adding isomorphism information brought about no
performance gains for the simple isomorphism cat-
egories (T-0, T-1, and T-2), instances corresponding
to T-3 observed the greatest jump in performance
(≈ 80% relative gain) followed by T-4. A deeper
dive reveals that the poor-performance of PANGU
on T-3 results from the inability of systems to han-
dle queries that involve superlative comparisons,
e.g. “What war did the US lose the most soldiers?”
Overall, we observe substantial improvements in
performance on the GrailQA++ dataset by incorpo-
rating the isomorphism information.

3.2 Proposed Solutions:
A drawback of our exploratory approach is that it
requires the gold isomorphism to be available dur-
ing inference. We thus propose a few techniques to
predict the isomorphism category. While this does
require us to be aware of possible isomorphism
classes during inference, we make no assumption
about their distribution. We restrict ourselves to
only those isomorphism classes that were seen dur-
ing training. Some of our proposed solutions in
this space are the following.

(i) Fine-tune language models like BERT (De-
vlin et al., 2019) or LLama (Touvron et al., 2023)
for isomorphism prediction.

(ii) Learn representations of the KB schema and
train a Graph Neural Network (GNN) like RGCN
(Schlichtkrull et al., 2018) to predict the isomor-
phism category.

(iii) Perform data augmentation by sampling
query graphs from the KB corresponding to the
infrequent categories of isomorphism. The sam-
pled query graphs, which consist of schema items
present in the GrailQA training data, is then con-
verted to natural language using LLMs (Agarwal
et al.; Shu and Yu, 2024). This augmented data can
then be used in addition to the original GrailQA
training dataset to finetune LMs or train GNNs.

https://dki-lab.github.io/GrailQA/
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A Appendix

Table 2: Distribution of different categories of isomor-
phisms in the GrailQA++ dataset.

Iso-code Isomorphism Count Fraction

T-0 624 18.22
T-1 894 26.11
T-2 428 12.50

T-3 812 23.71

T-4 282 8.24

T-5 384 11.21
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