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based largely on 

Position talk

Luccioni, Rogers (2023) Mind your
Language (Model): Fact-Checking LLMs and their Role in

NLP Research and Practice

 Why this talk?

 What do we mean by 'emergent properties'?

 What evidence do we have?

 What methodology do we need?
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Join at menti.com with code 3416 8931

But first - what do YOU think?
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1. WHY THIS TALK?
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'Emergent
properties' in the
media
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'Emergent properties' in the x-risk narrative

GenBench, December 6 2023Anna Rogers 6



'Emergent properties' on Google Scholar
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'Emergent properties' framing matters!
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Thinking aloud

When we say "emergent properties:"

 what are we even talking about?

 what do we actually know?

Image credit: Graffiti in Tartu,
Wikipedia
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https://en.wikipedia.org/wiki/The_Emperor's_New_Clothes#/media/File:Alasti_keiser,_Edward_von_L%C3%B5nguse_t%C3%B6%C3%B6_Tartus.JPG


2. WHAT DO WE MEAN BY 'EMERGENT
PROPERTIES'?
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Emergent properties: definition 1

A property that a model exhibits despite
the model not being explicitly trained for it.
E.g. Bommasani et al. refers to few-shot
performance of GPT-3 as "an emergent
property that was neither specifically
trained for nor anticipated to arise'' (p.5).

Bommasani et al. (2021) On the Opportunities and Risks of Foundation Models
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http://arxiv.org/abs/2108.07258


Emergent properties: definition 2

a property that the model learned from the
pre-training data. E.g. Deshpande et al.
discuss emergence as evidence of "the
advantages of pre-training''(p.8).

Deshpande et al. (2023) Honey, I Shrunk the Language: Language Model Behavior at Reduced Scale.
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https://aclanthology.org/2023.findings-acl.326


Emergent properties: definition 3

A property that appears with an increase in
model size -- i.e. "an ability is emergent if it
is not present in smaller models but is
present in larger models.''

Wei et al. (2022) Emergent Abilities of Large Language Models
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https://openreview.net/pdf?id=yzkSU5zdwD


137 emergent abilities are claimed for various "big" LLMs!

Emergent properties: definition 3

Jason Wei, https://www.jasonwei.net/blog/emergence
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Emergent properties: definition 4

"their sharpness,
transitioning seemingly
instantaneously from not
present to present, and their
unpredictability, appearing at
seemingly unforeseeable
model scales."

Schaeffer et al. (2023) Are Emergent Abilities of Large Language Models a Mirage?
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http://arxiv.org/abs/2304.15004


Discussion: definition 2

❌ a property that the model learned from
the pre-training data. E.g. Deshpande et al.
discuss emergence as evidence of "the
advantages of pre-training''(p.8).

can we just say "learned property"?

Deshpande et al. (2023) Honey, I Shrunk the Language: Language Model Behavior at Reduced Scale.
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https://aclanthology.org/2023.findings-acl.326


Discussion: definition 3
❌ A property that appears with an
increase in model size -- i.e. "an ability is
emergent if it is not present in smaller
models but is present in larger models.''

E.g. few-shot reasoning is possible in smaller models:

Schick et al. (2020) It's Not Just Size That Matters: Small
Language Models Are Also Few-Shot Learners

Gao et al. (2021) Making Pre-trained Language Models Better
Few-shot Learners

Wei et al. (2022) Emergent Abilities of Large Language Models
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When is a model "small/big"? And are there enough data points?

Discussion: definition 3.

Wei et al. (2022) Emergent Abilities of Large Language Models
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Discussion: definition 3. To what extent 'emergence'
is about the training data?

GPT-3 175B (15 tasks): analytic entailment, codenames, phrase
relatedness, question answer creation, self evaluation tutoring,
common morpheme, fact checker, figure of speech detection,
international phonetic alphabet transliterate, logical deduction,
misconceptions, physical intuition, social iqa, strange stories,
strategyqa

LaMDA 137B (8 tasks): gender inclusive sentences german, repeat
copy logic, sports understanding, swahili english proverbs, word
sorting, word unscrambling, irony identification, logical args

, cf Raji et al. (2021) https://www.jasonwei.net/blog/emergence AI and the Everything in the Whole Wide World
Benchmark
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Schaeffer et al. (NeurIPS 2023 oral) show that the observed
sharpness is an artifact of the chosen evaluation metric

Discussion: definition 4

Their sharpness, transitioning seemingly
instantaneously from not present to
present, and their unpredictability,
appearing at seemingly unforeseeable
model scales.

Schaeffer et al. (2023) Are Emergent Abilities of Large Language Models a Mirage?
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Emergent properties: definition 1

A property that a model exhibits despite
the model not being explicitly trained for it.
(Bommasani et al., 2021)

cannot show this without analysis of pre-training data!

even for "open" models, no methodology so far to do
analysis of supporting evidence beyond the obvious
memorization

Luccioni, Rogers (2023) Mind your Language (Model): Fact-Checking LLMs and their Role in NLP Research and Practice
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Emergent properties: a twist on definition 1

A property that a model exhibits despite
the model not being explicitly trained for it.

A property that a model exhibits despite
the model developers not knowing whether
the model was explicitly trained for it. 🤔

Bommasani et al. (2021) On the Opportunities and Risks of Foundation Models
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http://arxiv.org/abs/2108.07258


Does ChatGPT have the 'emergent ability' to play chess?

Training LLMs is an expensive way to discover... that the
Internet contains chess data?

chatgpt: black, stockfish: white. source: r/AnarchyChess
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https://www.reddit.com/r/AnarchyChess/comments/10ydnbb/i_placed_stockfish_white_against_chatgpt_black/


3. WHAT EVIDENCE DO WE HAVE?
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'Emergent property' #1: GPT-3 in-context learning

Brown et al. (2020) Language Models are Few-Shot Learners
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https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html


'Emergent property' #1: GPT-3 in-context learning

Brown et al. (2020) Language Models are Few-Shot Learners
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the order of samples and prompt template make a lot of
difference!

But: prompt sensitivity!

Lu et al. (2022) Fantastically Ordered Prompts and Where to Find Them: Overcoming Few-Shot Prompt Order Sensitivity
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https://aclanthology.org/2022.acl-long.556


Few-many-shot learning?

 usually held-out data is used to find an optimal prompt

 in true few-shot setting, the performance is much worse!

Perez et al. (2021) True Few-Shot Learning with Language Models
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https://proceedings.neurips.cc/paper/2021/hash/5c04925674920eb58467fb52ce4ef728-Abstract.html


Confounding variable: instruction tuning

🤔 was the model fine-tuned to follow
this kind of prompt?

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


How do LLMs work without few-shot learning and instruction tuning?

Lu et al. (2023) Are Emergent Abilities in Large Language Models just In-Context Learning?
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http://arxiv.org/abs/2309.01809


Conclusions of Lu et al.

nearly all emergent LLM
functionalities are attributable to in-
context learning!

instruction tuning allows for better
use of in-context learning, rather
than independently causes emergent
functionalities

Lu et al. (2023) Are Emergent Abilities in Large Language Models just In-Context Learning?
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When a LLM fails with a prompt that wouldn't pose a
challenge to a competent human, it means:

(a) you didn't ask nicely

(b) the model doesn't really have the requisite
functionality

Possible interpretations of few many-shot learning:
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Join at menti.com with code 3416 8931

What do YOU think?
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A RC system has human-level understanding competence in
processing a given aspect of texts if:

Our definition of "NLU"

it is able to identify the target information;

it does so by relying predominantly on relevant
information & strategies (from the point of view of a
competent human reader/listener);

it can identify such information consistently under
distribution shifts that would not pose challenges to
competent human readers/listeners.

Ray Choudhury et al. (2022) Machine Reading, Fast and Slow: When Do Models “Understand” Language?
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https://aclanthology.org/2022.coling-1.8


But what about human variation?

yes, humans can also give different answers depending
on tiredness, motivation, level of knowledge, etc.

but we're doing NLP to build systems, useful to humans!

how much prompt sensitivity, and of what kinds, would
you tolerate in a human assistant?
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WHAT ABOUT IN-CONTEXT LEARNING?
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Is in-context-learning itself an emergent property?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


Is in-context-learning itself an emergent property?

<as compared to meta-learning,> neither
the model’s transformer architecture nor
its learning objective are explicitly
designed with in-context learning in mind.

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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Data properties contributing to in-context learning in
Transformers (not RNNs):

"bursty" sequences (clusters of co-occurring tokens)

a long tail of rare "tokens" (often in "bursty" sequences)

"polysemous" tokens

Is in-context-learning itself an emergent property?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


level of
generalization claim status

token
in-context learning works
on tokens unseen in
training

confirmed*

structure
in-context learning works
in sequences dissimilar
to those seen in training

not
confirmed

Is in-context-learning itself an emergent property?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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4. HOW DO WE FIGURE THIS OUT?
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❓ When would we say that this is an "emergent property"?

no wordlists?

no translated
wordlists?

no parallel texts?

no French?

Brown et al. (2020) Language Models are Few-Shot Learners
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Join at menti.com with code 3416 8931

What's your take?
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Either way, we need to look at the training data!

ruled out for "closed" models, which are the ones
claiming AGI-level breakthroughs

hence, can they claim any emergent properties they like?

Rogers (2023) Closed AI Models Make Bad Baselines
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https://towardsdatascience.com/closed-ai-models-make-bad-baselines-4bf6e47c9e6a


Proposed methodology: evaluating on perturbations

"to rule out the possibility that GPT-4 is
simply memorizing or copying some
existing data... we can modify the code
slightly, and ask GPT-4 to fix it or improve
it"

Bubeck et al. (2023) Sparks of Artificial General Intelligence: Early experiments with GPT-4
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http://arxiv.org/abs/2303.12712


Example: GPT-4 can draw unicorns in tikz!

Bubeck et al. (2023) Sparks of Artificial General Intelligence: Early experiments with GPT-4
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Problem: "similar data" is not ruled out

https://twitter.com/DimitrisPapail/status/1644809234431848450?s=20
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Problem: heuristics are not ruled out

Our findings suggest that GPT-4 has a very
advanced level of theory of mind.

Bubeck et al. (2023) Sparks of Artificial General Intelligence: Early experiments with GPT-4
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🌸🔎 ROOTS search tool 🔍🌸

Piktus et al. (2023) The ROOTS Search Tool: Data Transparency for LLMs
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http://arxiv.org/abs/2302.14035


C4 search by AI2

https://c4-search.apps.allenai.org/
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Takeaways

As researchers, we need to be more
careful with "emergent properties"!

what are we even talking about?

what is the hard evidence?

we can do research based on
hypotheses and assumptions, but
they need to be stated as such.

Image credit: Graffiti in Tartu,
Wikipedia
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Thank you!
Anna Rogers

 arog@itu.dk

 @annargrs

 https://linkedin.com/in/annargrs/

slides: https://annargrs/github.io/talks
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